
Deep Learning of Facial Depth Maps for
Obstructive Sleep Apnea Prediction

Syed MS Islam
School of science

Edith cowan university
Joondalup, Australia

syed.islam@ecu.edu.au

Hassan Mahmood
School of science

Edith cowan university
Joondalup, Australia

hmahmood@our.ecu.edu.au

Adel Ali Al-Jumaily
School of Biomedical Engineering

University of Technology Sydney
Sydeny, Australia

Adel.Al-Jumaily@uts.edu.au

Scott Claxton
Specialist Medical Centre
Joondalup Health Campus

Joondalup, Australia

Scott.Claxton@genesiscare.com

Abstract—Obstructive Sleep Apnea (OSA) occurs when ob-
struction happens repeatedly in the airway during sleep due to
relaxation of the tongue and airway-muscles. Usual indicators of
OSA are snoring, poor night sleep due to choking or gasping
for air and waking up unrefreshed. OSA diagnosis is costly both
in the monetary and timely manner. That is why many patients
remain undiagnosed and unaware of their condition. Previous
research has shown the link between facial morphology and OSA.
In this paper, we investigate the application of deep learning
techniques to diagnose the disease through depth map of human
facial scans. Depth map will provide more information about
facial morphology as compared to the plain 2-D color image.
Even with very less amount of sample data, we are able to get
around 69validation accuracy using transfer learning. We are
predicting patients with above moderate > 15 or below moderate
≤ 15 OSA.

Index Terms—Obstructive Sleep Apnea, Transfer learning,
Deep Learning, Facial Depth Map

I. INTRODUCTION

Social and personal activities are significantly affected by

poor sleep. There are different types of sleep disorders and

it is costing us at different levels. As [1] shows that only

in Australia sleep disorder costs the economy around $5.1

billion per year that comprises health care, associated medical

conditions, productivity, and non-medical costs. And among

all sleep disorder, OSA is the most common cause [2].

Normally during sleep, our upper airway remain open due

to relaxed but strong enough muscles, lining the upper throat.

But in OSA, someone can have a recurring blockage in upper

airway due to different reasons, for more than 10 sec for each

blockage, which causes the lungs out of oxygen and person

to wake, which will restore the airway [3]. If more than 15

apneas occur then the diagnosis of OSA is made.

History of the patient, physical examination, polysomnog-

raphy(PSG) test, and imaging are being used to diagnose

OSA. The gold standard to diagnoses is PSG test. In which

a person needs to sleep in a unit in a hospital with some

sensors to monitor breathing patterns, Oxygen level, heart

rate, and body movements. Some devices are also helping

to conduct these tests at the patients own home, but there

will be a question mark on the reliability of the test and

have not been proved to be as accurate as PSG [4]. After the

test Apnea-Hypopnea Index (AHI) is computed. This index

points out the severity of sleep apnea. Due to cost in term of

money and time, invasiveness of the PSG, non-specific nature

of symptoms associated with OSA and the limited access to

sleep clinics, many OSA patients remain undiagnosed until

significant symptoms appear [5].

Many attempts have been made in the past to predict OSA

based on questionnaires. For example, the Berlin questionnaire

predicts the level of risk based on snoring, tiredness, blood

pressure and body mass index information while the Epworth

Sleepiness questionnaire assesses sleepiness in various situ-

ations during the day. Although they are self-administered

and low-cost, they have shortcomings in accurately identifying

affected individuals.

II. RELATED WORK

To make diagnosis easier and quicker imaging techniques

have been used. Like Jose et. al [6] examined the relation-

ship between anatomic measures of upper airway structures

and OSA. They used dental X-ray and magnetic resonance

imaging (MRI) scans to do the anatomic measurements. [7]

used volumetric analysis on MRI of the upper airway soft

tissue structures to calculate physiological differences between

OSA- and non-OSA subjects. [8] also assessed the relationship

between craniofacial structures through tomography of lateral

cephalometry, tongue, soft palate, and upper airway size in

control subjects and sleep apnea patients.

These procedures mainly based on advanced imaging tech-

niques, enabling a thorough analysis of facial structures. And

also these procedures are expensive and time-consuming.

Some studies like [9] shows the link between craniofacial

and intraoral photography in OSA subjects. Also, work like

[10] investigate the relationship between the facial dimension

and upper airway structures. [11] discovered that main face

variations were found at the lower part of the face and in the

upper part of the neck. These studies encouraged researchers

to devise facial image-based diagnosis of OSA.
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Lee et al. [12], [13] have used features, from digital pho-

tographs, of craniofacial surface structures to predict OSA.

They analyzed frontal and profile photographs of 114 subjects.

Using photographic measurements they obtained an accuracy

of 76.1% with an area under Receiver Operating Characteristic

(ROC) curve of 0.82. Also [14], [15] have explored the

prediction capability of OSA by analyzing facial profile and

frontal images. These results show that features capturing

the composite elements of craniofacial structures and regional

adiposity can predict OSA better than demographic data (e.g.

BMI or neck circumference) collected by clinical observations.

However, digital photographs are two dimensional in nature

and hence neither non-linear measurements nor measurements

of the shape of craniofacial anatomy can be obtained. All of

these approaches need manual landmark detection, which is

time-consuming and also depend upon the experience of the

person who will mark the key point on facial data.

To our knowledge, there is only one work for sleep apnea

detection using automated landmark detection. AT Balaei, et

al. [16] uses a regression approach to find 21 profile and 14

front face landmarks. An accuracy of 70% was achieved using

trained classifier over detected landmarks. They also try to

directly predict OSA form colored facial data of 50x50 pixel

from frontal and profile images through training of neural

network. In that regard, they achieve an accuracy of 62

Three-dimensional surface imaging technologies have re-

cently been developed that are well suited for imaging the

human head, face and neck. Such imaging has been previously

used to analyze craniofacial changes before and after various

treatment modalities for OSA treatment [17], [18], however

to date only one study has used this technique to obtain 3D

surface images of the face from 40 OSA and 40 non-OSA

subjects, analyzing only the association of craniofacial obesity

with the OSA severity. No comprehensive study has been

undertaken with this technique to compare the discriminatory

capacity of facial morphometry between individuals with and

without OSA [19].

Our goal is to take leverage of 3d information in facial

depth maps and to devise a framework to detect OSA in

subjects without human intervention. For that, we trained a

deep network for facial depth maps. In section 3, we describe

the datasets and methodology section 4 is about results. In the

end, we make the conclusion of our paper.

III. DATASET & METHODOLOGY

Sleep data and 3D scans were collected from the patients

appearing to Genesis SleepCare for different sleep issues who

undergo home-based/lab-based sleep studies. A total of 39

male and 30 female adults has participated so far in the study

which had been approved by ECU Human Research Ethics

Committee. Overview of steps in all our methodology is shown

in frigure 1.

3D scans are captured by Artec Eva through Artec Studio

[20]. These scans are recorded by different groups at different

places that caused the variations in pose and produced some

extra artifacts. As shown in figure 2.

Fig. 1. Block diagram of the proposed deep learning based OSA prediction
framework.

Fig. 2. Sample raw images in the collected 3D dataset.

While converting these 3D scans to frontal 2D depth maps,

we want to reduce these unwanted variations. We use Artec

Studio to make the corrections in all the 3D scans. As shown

in figure 3.

Fig. 3. Sample pre-processed images corresponding to raw images in Fig. 2.

After making corrections in default poses and other factors,

we use MeshLab [21] to create 2D facial depth map of the
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frontal face. We choose the maximum and minimum scale to

get higher resolution across depth values as shown in figure 4.

Fig. 4. 2D Facial depth maps

Training CNN from scratch needs a large amount of sample

data, which in our case is very less. So we choose three dif-

ferent networks which are pre-trained for face recognition. We

choose VGGFace [22] Pose-Aware CNN Models (PAMs) for

Face Recognition [23] for transfer learning with our dataset.

Choosing the networks which are already trained on faces,

although not on facial depth maps, provide a great jump start

on learning. And in our experimentation, fine-tuning facial

recognition for facial depth maps proves to be advantageous.

VGG-Face is trained on 2.6 million images and performed

well with 98.95% accuracy. This network is implemented on

VGG-Very-Deep-16 CNN architecture. [23] provided two pre-

trained networks for face recognition with AlexNet [24] and

19 layer VGGNet [25]. To make these network classify for

two classes, last fully connected layers are replaced by new

fully connected layer and a softmax layer in each network

type. After Adding the last layers below is the block diagram

of all three networks.

Fig. 5. Pre-Trained VGGFace with edition in last layers

Fig. 6. Pre-Trained PAMs-vgg19 with edition of last layers

Fig. 7. Pre-Trained PAMs-AlexNet with edition of last layers

Matlab deep learning toolbox is used to fine-tune these

models. All pre-trained models are available in caffe and also

importable to Matlab. To fine-tune the model usual practice is

to keep the learning rate of learned layers much less than the

layers we are adding. We tried different learning rates and also

tried by freezing different layers in each network. We set the

batch size of 10 and fine-tuned the models through stochastic

gradient descent (SGD). We started from pre-learned weights

on VGGface, PAMs-VGG19, and PAMs-AlexNet and initialize

fc8 layer from scratch. The initial learning rate is set to 0.0001.

We fine-tune all the layers with this learning rate but the new

fc8 layer learning rate is kept 20 times higher than the original

one.

we separate 14 samples for Test Data and rest of 30% of

data is separated for Validation and 70% is used for Training

the models. Training is done on NVIDIA GeForce GTX 1080

using Matlab Deep learning toolbox. We trained the network

for end-to-end classification, where we will give the facial

depth map of the patient and it will classify between sleep

apnea and non-sleep apnea.

IV. RESULTS & DISCUSSION

After training the network with a different set of parameters,

Fc7 layer features of three models are shown in figure 8

Fig. 8. Netwrok layer features

These feature maps are rightly showing the behavior of

the respective models. In both Pose-Aware Models(PAMs),

there are different eyes and nose activation at different areas

because these model have to deal with pose variation and

rotations. And if we look at the output of the VGG Face

layer, we generally observe frontal face on it with no rotation.

In our experimentation, we observe that VGG Face generally

performed well with transfer learning for depth maps.

Table 1

As we can see in the table 1 that the accuracy of VGG

Face is better than PAMs-VGG19 and PAMs-AlexNet. PAMs-

VGG19 is deeper than VGGFace but it does not perform well.

The advantage of VGGface is that it is pre-trained over a large

dataset. Also, our method achieved higher accuracy of 68.75%

and 67.42% for validation and test accuracy respectively as

compared to [16], which achieved 62% accuracy from directly

feeding the input images to the neural network.
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V. CONCLUSION

In this paper, we propose the first facial depth map based

sleep apnea detection. Patients dataset is small, to overcome

this limitation we took advantage of transfer learning. We ana-

lyze three pre-trained models and among them, VGGface per-

forms the best. Our method shows comparable performances

to the state-of-the-art results in terms of getting prediction

straight from depth facial data using end-to-end deep learning.

In future, pose correction problem will be solved through a

3D morphable model. Hole filled depth maps will be created

through an automatic procedure. This work gets good results

with a very small dataset and with more 3D scans of OSA

and non-OSA patients, we will enhance the performance for

diagnoses.
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